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Titus-Bode "Law"

3



4



Cerces Data Publication
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An Over-determined System

• An over-determined system means that we have more data than we need to
determine our parameters.

• The problem arises because the model is a simplification of the world and
the data is therefore inconsistent with our model.

18



An Over-determined System

• An over-determined system means that we have more data than we need to
determine our parameters.

• The problem arises because the model is a simplification of the world and
the data is therefore inconsistent with our model.

18



19



Laplace Demon Laplace, 1814
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Does God Play Dice?1

This led to the idea of scientific determinism, which seems first to
have been publicly expressed by the French scientist, Laplace.

– Stephen Hawkins

1Does God Play Dice? - Stephen Hawkins
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https://www.hawking.org.uk/in-words/lectures/does-god-play-dice


All these efforts in the search for truth tend to lead [the human mind]
back continually to the vast intelligence which we have just mentioned,
but from which it will always remain infinitely removed.

– Pierre Simon Laplace, A Philosophical Essay on Probabilities
Laplace, 1814
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Laplace Gremlin

"The curve described by a simple molecule of air or vapor is regulated
in a manner just as certain as the planetary orbits; the only difference
between them is that which comes from our ignorance. Probability is
relative, in part to this ignorance, in part to our knowledge. We know
that of three or greater number of events a single one ought to occur;
but nothing induces us to believe that one of them will occur rather than
the others. In this state of indecision it is impossible for us to announce
their occurrence with certainty. It is, however, probable that one of these
events, chosen at will, will not occur because we see several cases equally
possible which exclude its occurrence, while only a single one favors it."
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An Over-determined Sysatem

• Over determined system

yi = [w1, w2]

[
xi
1

]

• Parametrisation of ignorance

yi = [a, b]

[
xi
1

]
+ ϵi
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The Gaussian Distribution

yi = [a, b]

[
xi
1

]
+ ϵi

ϵi ∼ N (0, ·)
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Decomposition
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An Under-determined System

27



28



Under-determined System

• Under determined system

yi = [w1, w2]

[
xi
1

]

• Parametrisation of ignorance

yi = [w1, w2]

[
xi
1

]
[
w1

w2

]
∼ N (0,Σ)
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Einstein
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Machine Learning
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Aim of the course
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Machine Learning

Data + Model
Compute︷︸︸︷→ Prediction
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What is this course not

• Not about models

• Not about inference

• Not about specific problems
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Lectures

Week 1 Introduction (che29)

Week 1 Quantification of Beliefs
(che29)

Week 2 Gaussian Processes (che29)

Week 2 Simulation (ndl21)

Week 3 Cancelled (TBC)

Week 3 Emulation (ndl21)
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Lectures

Week 4 Sequential Decision Making
Under Uncertainty (che29)

Week 4 Probabilistic Numeric
(che29)

Week 5 Experimental Design
(ndl21)

Week 5 Multifidelity Modelling
(ndl21)

Week 6 Project Introduction
(che29)
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Course website

https://mlatcl.github.io/mlphysical/
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https://mlatcl.github.io/mlphysical/


Guest Lectures

Week 6 Electrical Engines : Monumo - Markus Kaiser, Nicola Durrande

Week 7 Climate Models and Neural Processes : Prof. Rich Turner -
Engineering

Week 7 Fluid Dynamics - Wittle Lab TBC

Week 8 TBA
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Assessment

• Indivudual Assessment (2 · 10%)

Gaussian Processes deadline 20/10
Sequential Decision Making deadline 3/11

• Group Assessment (80%)
• pick your own simulation environment
• deadline 18/1
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Summary

• The history of making a problem well posed by mixing data and knowledge
goes far back

• In order to reduce our ignorance and learn we need to parametrise it

• The notion of probabilities allows us parametrise our ignorance
• Our ignorance comes from many sources

• model
• data
• compute
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